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An additive semi-implicit projection scheme for the simulation of unsteady com-
bustion in two dimensions is constructed. The scheme relies on a zero-Mach number
formulation of the compressible conservation equations with detailed chemistry.
The governing equations are discretized in space using second-order differences
and integrated in time using a semi-implicit approach. Time integration of the evo-
lution equations for species mass fraction, thermodynamic pressure, and density
is performed using a semi-implicit, nonsplit scheme that combines a second-order
predictor—corrector treatment of convection and diffusion terms, and a stiff integra-
tor for the reaction source terms. Meanwhile, the momentum equations are inte-
grated using a second-order projection scheme. The projection scheme is based on
a predictor—corrector approach that couples the evolution of the velocity and den-
sity fields in order to stabilize computations of reacting flows with large density
variations. A pressure Poisson equation is inverted following both the predictor and
corrector steps using a fast solver. The advantages of the stiff integration of reac-
tion source terms are analyzed by comparing the performance of the scheme to that
of a predictor—corrector scheme in which reaction and diffusion are integrated in
a similar nonstiff fashion. The comparison in based on both one-dimensional (1D)
unsteady tests of a premixed methane—air flame, and unsteady two-dimensional tests
of the same flame interacting with a counterrotating vortex pair. In both cases, the
GRImech1.2 reaction mechanism with 32 species and 177 elementary reactions is
used. Computed results show that the stiff reaction scheme enables selection of
larger time steps and thus leads to substantial improvement in the performance of the
computations. For the present reaction mechanism and flame conditions, speedup
factors of about 10 are achieved in the 1D tests and about five in two dimensions.
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Possible extensions of the present scheme to further improve efficiency are also
discussed. (© 1998 Academic Press
Key Wordsimplicit; stiff; chemistry; reacting; flow; projection.

1. INTRODUCTION

Direct numerical simulation of turbulent reacting flow is generally difficult, in large pal
due to the very broad ranges of flow and chemical scales. An immediate conseque
of the dynamical flow complexity is that unsteady three-dimensional computation of t
bulent combustion with detailed chemistry is beyond the reach of present computatic
capabilities. Thus, it is essential to consider simplified problems that enable the isola
of representative features of turbulent flames, to develop numerical formulations that ¢
ciently handle the scale disparity of the flow, and to carefully tailor the algorithmic nature
the numerical implementation to optimize the use of available resources. This is the ger
direction of the present investigation.

It is a well-known fact that incorporation of a detailed chemical kinetic mechanism in
reacting flow model can result in a stiff system of governing equations. As a consequenc
this stiffness, explicit time integration of reaction source terms is restricted to very small tii
steps, leading to inefficientimplementations. The severity of this limitation can be illustrat
by noting that, for the methane—air reaction mechanism presently considered, the cri
time step {2 ns) in an explicit scheme is governed by the stiffness of the reaction soul
term and is substantially smaller than the diffusive stability limi2Q ns in 2D for an
atmospheric methane—air flame, with a uniform miesh 15.6 «m). Naturally, restrictions
of the same nature also arise in various other applications where stiff reactions prevail

There has been a considerable amount of work on the numerical integration of ¢
systems of ordinary differential equations (ODES) [1, 2], which arise in a wide ran
of applications, from combustion to atmospheric modeling, to electrical circuits. It w
Curtiss and Hirschfelder [3] who provided the first pragmatic definition of stiff equatior
as those for which certain implicit methods, particularly backward difference formul
(BDF), perform better than explicit ones. More recently, various stiff ODE-integration co
packages, generally based on Gear's [4] variable-order BDF method, have been devel
(e.g., GEAR [5], GEARB [6], LSODE [7, 8], and VODE [9]). Particularly, in LSODE and
VODE, nonstiff systems are integrated with Adams—Moulton/Adams multistep formule
whereas stiff systems are integrated using BDFs, which are solved using a modified itere
Newton procedure. A recent review and comparison of various schemes for the integra
of stiff chemical kinetic rate equations [10] is presented by Saylor and Ford [11].

It should be emphasized, of course, that the implementation of elaborate stiff sche
such as those in LSODE and VODE involves significant computational overhead. Th
one concern is whether the advantages achieved by the use of stiff (or implicit) integra
schemes, which may enable large stable time steps, are not offset by the additional
associated with the numerical solution of systems of linear equations. This issue has rece
renewed attention in the literature, and recent experiences with systems involving dete
reaction mechanisms, including atmospheric chemistry (e.g., [12]) and combustion (e
[13, 14]), reveal that despite the additional computational overhead required, stiff schel
remain quite attractive. Furthermore, in light of the computational and theoretical study
D’Angelo and Larrouturou [14], the use of stiff schemes may in fact be highly recommenc
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for combustion applications with detailed stiff chemistry. Specifically, itis shown in [14] tF
somelinearized-implicit schemes and nonstiff fully implicit schemes may be, in practic
combustion applications, subject to critical time step restrictions that are more severe
those of fully explicit schemes. Thus, in such situations, careful implementation of a
solver may be the best alternative that enables the use of suitably-large, stable time s

Several studies aiming at improving the efficiency of stiff integration schemes h
recently appeared, the majority of which have specifically focused on reaction mechan
ofthe type encountered in atmospheric chemistry. Some of the approaches exploitthe s
structure of the atmospheric chemistry kinetics which—depending on the mechanism—
lead to sparse Jacobians. This motivates the application of specialized matrix-free inve
techniques (e.g., [15-17]), which in some situations provide an attractive alternativ
Newton iterations. When the structure of the equations enables efficient evaluation of hi
derivatives, the implementation of stiff, higher order Taylor methods [18] has also b
shown to be advantageous.

Other studies have followed a more physically motivated approach, based on the dis
tion between “slow” and “fast” variables, with long and short characteristic time scal
respectively. In the implementation of such an approach, the evolution equations for
slow variables are typically integrated using explicit formulations, while fast variables
treated using either a stiff Newton-iterative method (e.g., [19, 20]) or “extrapolation”
“projection”) [21, 22] techniques that rely on a quasi-steady-state approximation [23]."
advantage of these approaches is that in the former case, one ends up with a reduced
of implicit nonlinear equations whose solution can be more efficiently performed, wt
in the latter case an iterative procedure that avoids the inversion of a Jacobian is us
“hybrid” method [24] has also been proposed, whereby slow variables are integrated
a predictor—corrector formulation while an asymptotic predictor—-multicorrector integrat
is used for the fast variables. Note, however, that sufficient care must be exercised to e
that the errors associated with these time-scale-segregation schemes are at an acc
level [11, 12]. When both accuracy and numerical efficiency considerations are inclu
a recent review [11] finds implicit stiff-integration of the full kinetic equation system |
be superior to several schemes that rely on segregation of time scales [23—-25]. Other
ants of enhanced implementation of stiff schemes include the selective (adaptive) u:
stiff and nonstiff methods based, for example, on “time-local” rates of heat release [26
these situations, significant savings may be achieved whenever the stiff formulation,
the associated overhead, can be avoided.

Unfortunately, the effectiveness of specialized stiff implementations such as th
mentioned above in one- or multidimensional unsteady combustion applications is far 1
evident. Twoissues needto be specifically addressed. The first stems from the fact that ir
or multidimensional reacting flow, the chemical stiffness of the equations is compoun
if not significantly aggravated, by diffusive, convective, and, if relevant, sonic phenome
This issue is of particular importance for premixed flames, which tend to be character
by very thin fronts. In these situations, one may expect that diffusion, reaction, and «
vection are tightly coupled, at least in the neighborhood of the moving flame front. Tt
one concern is whether an operator-split formulation, used typically to reduce the inte
tion of reaction source terms to a zero-dimensional setting, would lead to large integre
errors. Recent evidence in this area [14, 27, 28] suggests that operator-split formula
generally tend to penalize the accuracy of integration. The suitability of operator-split
approaches may thus be problem-dependent and, due in part to rather limited experi
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with unsteady multidimensional reacting flows, is likely to remain an open issue for a wh
to come. Second, even if an operator-splitting approach is deemed suitable, adaptation
specialized stiff integrators mentioned above to unsteady combustion applications may
prove difficult. For instance, some approaches assume a special kinetic mechanism stru
and may not easily generalize to complex hydrocarbon chemistry. Others are based on
identification of “fast” and “slow” species. While this segregation of time-scales may |
easily donea priori in atmospheric computations, it is by no means obvious in combustio
where relative amplitudes of eigenvalues can change drastically across the flame dt
the significant changes in temperature and mixture composition across it. Experienc
combustion modeling [29] suggests that tabulation of system eigenvalues over the fl;
thermo-chemical phase space is a viable approach, providing the necessary informs
for segregation of time scales for the possible range of parameters. On the other hanc
memory requirements necessary for tabulation make this approach impractical for dete
kinetic mechanisms with large numbers of species.

The discussion above reflects yet another difficulty, namely that a straightforward, sirr
taneous, implicit treatment of diffusion, convection, and reaction terms is also problema
Briefly, such an approach would lead to very large systems of nonlinear equations, wk
solution can be prohibitive due to excessive memory and CPU requirements. Due in |z
partto these difficulties, itis generally recognized that semi-implicit, mixed formulations
more suitable than fully implicit schemes, at least for unsteady multidimensional appli
tions. These typically combine an implicit or stiff integration procedure for reaction sour
terms with an explicit treatment of convection and either explicit [14, 27, 30, 31] or implic
[22, 28, 32] treatment of diffusion. Implicit treatment of diffusion appears to be desirak
for the simulation of premixed flames which, due to their thin structure are subjectto s
diffusive time-step restrictions. When an operator-split formulation is used, implicit diffi
sion equations can be efficiently performed, especially when a constant-property mod
used. When a nonsplit formulation is used and/or variable mixture properties are accou
for, the use of alternating-direction-implicit (ADI) schemes [22, 32] may be particularl
attractive.

This paper describes initial steps towards the construction of an efficient numeri
scheme for the direct simulation of unsteady, multidimensional combustion with stiff ¢
tailed chemistry. The specific objective of this phase of the effort is to explore the enhan
ment of a projection scheme for the simulation of unsteady, multidimensional combust
with detailed chemistry by incorporation of a stiff integrator. Attention is focused exclt
sively on overcoming the temporal stiffness due to the reaction mechanism. Issues rel
to diffusion stiffness, specialized solvers, and operator-splitting approaches are deli
ately omitted from the scope of the present effort. The starting point in the developm
is the predictor—corrector projection scheme which was developed and tested in prev
efforts [33, 34]. As summarized in Section 2, the underlying physical model is based o
zero-Mach-number formulation of the compressible conservation equations (e.g., [34—3
The zero-Mach-number formulation accounts for the compressibility of the medium but
nores the effect of elastic waves. Thus, it naturally avoids potential sonic CFL limitatiot
Section 3 provides a brief summary of the nonstiff predictor—corrector projection sche
and describes its extension to stiff chemistry. The extension is based on modifying
corrector step by incorporating a stiff integrator scheme for the reaction source terms.
performance of the stiff code is analyzed in Section 4.1 in light of one-dimensional (1
unsteady tests on the propagation of a premixed methane—air flame. In particular, the
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are used to analyze the convergence of the stiff computations and to evaluate the res
improvement in code performance. The performance of the stiff code is further analy
in Section 4.2 in light of an extended two-dimensional (2D) simulation of the interacti
of a premixed methane—air flame with a counterrotating vortex pair. Conclusions are g
in Section 5, which also provides a discussion of the present improvements and moti
further extensions.

2. FORMULATION

The physical model is based on a zero-Mach-number formulation of the compres:
conservation equations [35]. In the zero-Mach-number limit, acoustic wave propagatic
ignored, and the pressure field is decomposed into a spatially uniform compeyent
and a hydrodynamic componepix, t) which varies both in space and time. Attention i
restricted here to open domains; i.e., the thermodynamic preSsuseconstant in time
as well. The present model assumes a two-dimensional flow, zero bulk viscosity [
and a detailed chemical reaction mechanism that invoNespecies and elementary
reactions. Soret and Dufour effects [39], radiant heat transfer, and body forces are ign
The mixture is assumed to obey the perfect gas law, with individual species molec
weights, specific heats, and enthalpies of formation, using Fickian binary mass diffus
Under these assumptions, the nondimensional mass, momentum, and energy consel
equations are respectively expressed as

3
P LV .(pv)=0 o)
ot
d(pu) | d(pu?)  d(puv) op 1
=—— 4+ —® 2
ot T ax T ay ax T Re™” 2)
I(pv)  d(pvu)  A(pv?) ap 1
=4+ —® 3
ot T ax ay 8y+Rey 3
aT 1 V-(VT 1 Z-VT
o v.vT = AV 4 +Da L (4)
ot RePr pcp ReSc c¢p PCp

wherep is the densityy = (u, v) is the velocity vector, Re, Pr, Sc, and Da are the Reynoilc
Prandtl, Schmidt, and Darokler numbers respectivelp,, @, are the viscous stress terms
Z= EiNzl CpiDinVYi, Cpi is the specific heat of thith species at constant pressure
Cp= ZiN:l Yicp,i is the corresponding mixture specific hehtis the temperature, is the
thermal conductivitywr = — Y/, hyw; is the chemical heat release source telm=

h? + fTT Cp,i dT is the enthalpy of speciesw; is the production rate of specigsand the
superscripb is used to denote known reference conditions.

The Nth species, here Nis assumed dominant such that the diffusion velocity of ar
other species # N in the mixture is approximated By; = —DiN VY, /Y, whereD;y is
the binary mass diffusion coefficient of specidéato the Nth species at the mixture local
temperature and stagnation pressure,¥rid the mass fraction of speciesVy is found
from the identityZiN:lYiVi = 0. Further, for computational efficiency, mixture transpol
propertieg i, 1) are set to those of the dominant species at the local temperature.

The conservation equation for theh species, = 1, ..., N — 1, is written as

apYi) : 1 ' : .
ot ——V-(pVY.)—I-@CV%,OD.NVYJ—I—Daw|, %)
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and the mass fractioMy is found from the identityZiN:lYi = 1. The perfect gas state
equation is expressed & = pT/W, whereW = 1/(3\, Y;/W) is the local effective
molar mass of the mixture. The production rate for each species is given by the sun
contributions of elementary reactions [39], with Arrhenius rates: A T>e B/RT k =
1,..., M. The overall progress of an elementary reaction accounts for both forward &
backward rates, and corrections for third body efficiencies, and pressure dependence

Finally, for the purposes of the numerical implementation described below, the time r
of change of density is found by differentiating the equation of state,

ap 19T L 19y,

—=p|l-—==-W))» —— 6

T ( T ot .Zvvi ot ©)
and substituting fof T /at anddY; /at from Eqgs. (4) and (5), respectively.

3. NUMERICAL SOLUTION

As mentioned in the Introduction, the starting point in the construction of the stiff scher
is a second-order predictor—corrector projection scheme [41, 42] for 2D unsteady fl
Below, we first provide a brief description of the original predictor—corrector scheme a
then discuss its extension to stiff reactions.

3.1. Predictor—Corrector Projection Scheme

The predictor—corrector scheme is based on a second-order finite difference discretiz:
ofthe equations of motion [33, 34]. Specifically, we assume an open 2D rectangular dom
and discretize variables using a staggered grid with uniform cell size in each coordir
direction. Velocity components are specified at cell edges, while scalar fields are discret
atcell centers. Spatial derivatives are approximated using second-order centered differe

Numerical integration of the semidiscrete equations is performed using a predict
corrector approach. The predictor uses a second-order Adams—Bashforth time integr:
scheme to update the velocity and scalar fields and incorporates a pressure correctior
in order to satisfy the continuity equation. The corrector relies on a second-order gt
Crank—Nicolson integration, and also incorporates a pressure correction step. In both ¢
the pressure correction step involves the inversion of a pressure Poisson equation whi
implemented using a fast Poisson solver. Implementation of the algorithm is summari
as follows.

PREDICTOR

1. The local time derivative8T /ot|", 3(pY;)/ot|",i = 1,..., N — 1, anddp/ot|", are
evaluated from Egs. (4), (5), and (6), respectively.
2. Predicted values for the density and scalar concentration fields are determined u:

p*—p"  3dp|" 1ap|"* @)
At 204t 29t
P = ™Y 33| 1a(eY) ™ @®
At T2 ot 2 ot
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and the predicted temperature distribution is found from the equation of state,
T =PRW/p". ©)

3. An intermediate velocity fieldy = (0, ©), is then determined by integrating the
pressure-split momentum equations [42],

p*0 — phun

3 1

=_R'— ZR? 10

At 2 X 2 X ( )
pfo—pm" 3 ., 1 .,

=-R — =R 11

At 2 Y 2Y 7 (11)

where

d(pu?)  d(puv) 1

R, = — — — 12

X ax ay T Re™ (12)
0 3 (pv? 1

R, = — (pvu)  9(pv°) 1, (13)
aX ay Re

4. The intermediate hydrodynamic pressure field is determined by inverting the pres
Poisson equation [43],

>k 1 E3re 8p
v2p :—[V-(p D+

At } ’ (14)

wheredp/dt|* is given by the second-order discretization [44]:

ap

ot

1

= 5AT (Bp* —4p" + p" ). (15)

Note thatdp/dt|* cannot be evaluated directly from Eq. (6) siriag, v*) are not known at
this stage.

5. Finally, the predicted velocity field* = (u*, v*), is obtained using the projection step:

*U* — o*0 ap*
put =t ap (16)

At X

*ok * 5 8 k
pv —pY_ P 17)

At ay

CORRECTOR

6. The temporal derivatives of the scalar fields at the new time lgyelare estimated
based onthe predicted values, and corrected values for the density and species concent
are obtained using a second-order quasi Crank—Nicolson integration [45],

n

pn+1 _ pn 1 ap ap Hk
PP _ (% 18
At 2\ ot ot (18)
" ApY)

pn+1Yin+1_pnYin _ :_L 3(,0Yi)
At 2\ ot
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while the new temperature distribution is found using the equation of state,
T = p W™ (20)

The estimates fod T /at|**, 3(pY;)/dt|**, anddp/dt|*™* are obtained by substituting the
predicted scalar and velocity fields into Egs. (4), (5), and (6), respectively.

7. A second, intermediate velocity field = (U, v’) is determined using the pressure-
split momentum equations:

n+1u/ _ pnun _ 3 1

A =R R (21)
pn+1v/_pnvn 3 N 1 o1

8. The pressure distribution at the new time level is obtained by inverting the press
Poisson equation,

1 ap |
V2 pn+1 — E lv . (pn+1v/) + E (22)
with
9p n+1 1 B
a9t = Tm(3pn+1 —4p" 4+ p" ). (23)

Here againyp/dt|"** cannot be evaluated directly from Eq. (6) sirfa&*?, v"+1) are not
known at this point.

9. Finally, the velocity field at the new time level*? = U™, v"*1) is determined
using

n+1un+1 _

P pn+1u/ apn+1

At 7 ax (24)
pn+1vn+l _ pn+1v/ apn+1

o == (25)

The above predictor—corrector scheme has been used in [33] for reacting flow model
Tests have shown that the predictor alone is conditionally stable for relatively low rati
between the temperature of the bu¢ff) and unburn{(T,) fluids, roughlyT,/ T, < 2. At
higher temperature ratios, incorporation of the corrector step is necessary for stability.

Finally, we note that the present scheme has common aspects with several earlier ¢
putational studies of chemically reacting flows at low Mach number, in particular those
McMurtry et al. [43], Rutlandet al. [46, 47], and Mahalingaret al.[44]. The present for-
mulation resembles more closely that of Rutlatél., who also used a predicator—corrector
approach.

3.2. Projection Scheme for Stiff Chemistry

Extension of the above scheme to stiff chemistry is based on modifying the update
the scalar fields in the corrector step only. Thus, the predictor step is left unchanged,
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the velocity update in the corrector step is performed in an identical fashion as in
original scheme summarized above. In the stiff scheme, the scalar update in the corr
step is based on a mixed, nonsplit (additive) integration of the species and density evol
equations. Consequently, all the terms which explicitly involve the species rate equat
are handled using a stiff integrator which is adapted from the DVODE integration pack
[9]. Meanwhile, all the remaining terms are treated as in the original formulation, i.e. us
a quasi Crank—Nicolson approach.

In order to describe the construction of the stiff corrector, we first rewrite the spec
and density evolution equations in a form suitable for a mixed semi-implicit additive s
integration. Specifically, the species mass fraction evolution equation is written as

a(g’tY‘) —Ci +Di +R, (26)
where
C =Ci(p,v,.Y) ==V (pvY) (27)
Di = Dilp, T.Y) =~ V- (oY V) (28)
R = Ri(p, T, Yi) = Dawi (29)

denote the species convection, diffusion, and reaction source terms, respectively. N
while, the density evolution equation is expressed as

0
£=Cp+Dp+Ep+Rp+5p (30)
where
p 1
Co=—=|v Z|-VT 31
g T( +cheSc> 31)
1
Dp=———"——-V.-(VT 32
P RePrc,T @V (32)
W L —V. (ovY) — (I/Re SOV - (pY;Vi) + Y.V - (pv
EPE_Z (pvYi) — (1/ 3\/ (PYiVi) + YiV - (pv) (33)
P i=1 i
1
Rp = _7DawT (34)
pT
N
— Dawj
=W 35
& W (35)

Here,C, represents the density source term due to convection and species difiDgion
the contribution of thermal diffusion, whilB, is the reaction sourcé&, and€, arise from
differentiation of the equation of state and represent the density changes due to the ch
in the local mass of the mixture.

The construction of the stiff scheme is based on identifyd1gR,, and€, as stiff terms
and treating the remaining terms as in the original formulation. To this end, Egs. (
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and (30) are rewritten as a collection of spatially decoupled initial value problems, e:
consisting ofN coupled nonlinear ODEs:

2(pY) _ 1

1
5t = 3G+ D) +5(Cr+ D) + Rip. oY), (36)

2

i=1...,N—1,and

3t = 3G+ Dy +ED) + 5(Co+ Dp + ES) + Ry, pY) + E,(p. oY), (37)
wherepY = (pY1, pYa, ..., pYn_1) is the reduced local vector of the mass concentration

of all but the last species. Equations (36) and (37) are integrated locallyfttort, 1 using
the DVODE stiff integration routine. The integrations are performed independently at 1
cell centers, where the scalar fields are defined.

The implementation of the stiff scheme relies on the use of the above two equation
the corrector stage above. The predictor—corrector setup remains unchanged excep
o't and Yin+l are found from the stiff-integration procedure applied to Egs. (36), (3
rather than the quasi Crank—Nicolson formulation in Egs. (18), (19). Here then is |
additional computational overhead required by the stiff scheme. The integration of th
two equations may require several evaluations of the reaction rate terms and the Jacc
matrix of the system. Minimizing this overhead is crucial to the performance of the scher
This necessitates the optimal use of the DVODE integration package.

The integration algorithm in DVODE is based on high-order backward difference fc
mulas, whose implementation requires the solution of a system of nonlinear equations
this end, DVODE incorporates an iterative nonlinear equation solver. This solver requi
an estimate of the Jacobian of the source terms in the original system of ODEs. In
calculations, the Jacobian is evaluated using exact formulas which are derived by ang
cally differentiating the definitions oR;, R,, and&,, given in Egs. (29), (34), and (35),
respectively. As the expressions for the reaction source terms are quite involved [40],
derivation is quite lengthy and leads to a large number of formulas. These are incorpor
in the computations but, for brevity, are not reproduced here.

3.3. Computational Issues

Significant code optimization is necessary to allow efficient modeling of reacting flo
with detailed kinetics. This optimization and the performance numbers reported below
based on the available hardware, namely a shared-memory parallel SGI PowerChallen
machine with eight R10K processors, and 1 MB secondary cache size. The code is optim
at various levels for both the stiff and nonstiff schemes.

To begin, consider the core reaction rate routine, which is used in both the stiff and non:
schemes. Aswould be expected, this is the most computationally intensive part of the nor
scheme. Contrary to initial expectations, however, it is not necessarily the exponer
or other intrinsic function evaluations in the reaction rate expressions that are the n
expensive. Rather, and depending on computational hardware, memory access oper:
may be more costly. Particularly, nonsequential array indexing can entail significant mem
access overhead, depending on CPU cache size and configuration. In order to minimize
overhead, the reaction rate routine is symbolically generated before the simulation by par
the specific chemical mechanism of interest. The output is a set of source code files w
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are then compiled into the code, eliminating the many looping and indexing constri
which would otherwise be necessary to compute the reaction rates during execution.
technique is also employed in the stiff scheme for both function and jacobian evaluatic

Moreover, the particular data structure implementation has significant implication:
parallelization, even on a shared memory architecture. Particularly, in order to enhanc
parallel efficiency of the stiff code, the entire stiff integration operation on each cell v
designed to be local to the processor owning that cell. This necessitated the modific
of the structure of DVODE to use only local data passed through argument lists rather
the original FORTRAN COMMON constructs.

Finally, the present adaptation of DVODE differs from its “normal” application moc
which attempts to adaptively optimize the integration time step and accordingly modify
order of integration. To do so, DVODE would require a large amount of memory, whict
in large part dominated by storage requirements for previously computed Jacobians. V
storage of the Jacobians is possible for small problems, for instance in one spatial dimer
it is generally prohibitive for multidimensional problems with detailed chemistry, exce
possibly on large massively parallel architectures. To avoid excessive memory requirernm
we have opted not to store the Jacobians and to restrict the use of DVODE to a “stal
mode only. While this approach provides a simple means to avoid a severe memory prol
it leads to a suboptimal use of the capabilities of the routine. Nonetheless, as shown i
following section, the present stiff scheme still yields significant computational savil
over its predecessor.

4. RESULTS

We will study the performance of the above scheme in one- and two-dimensional
steady flow. We use the GRImechl.2 [48}C, chemical mechanism for premixed
methane—air combustion and consider a stoichiometric 20%ilNted methane—air flame
at atmospheric pressure with reactants at ambient temperature in an open domain. The
fraction composition of the reactants mixtu@H, : O, : N) is (0.08 : 015 : 0.77).

4.1. One-Dimensional Flow

The performance of the stiff scheme is studied in 1D relative to the original nons
scheme. An initial condition is computed using Chemkin [40, 49] in 1D for a freely prof
gating premixed methane—air flame with the above reactants mixture and chemical
anism. This solution is interpolated onto the uniform 1D grid used in the present code
used to initialize the computations.

The initial flame structure is shown in Fig. 1. The computational domain is 0.8 cm Ic
with outflow boundary conditions. Reactants, products, and key active radical mole fract
are shown. The flame is burning to the left into the reactants. The temperature profi
shown, with the temperature rising from 300 to 1900 K in the flame.

For conciseness let us refer to the nonstiff and stiff schemes as A and B, respecti
Four grid refinement levels are chosen, witk- 256, 512, 1024, and 2048 cells on the 1D
domain. Given the stiff chemical mechanism under consideration, the time step stat
restriction for scheme A is dictated by chemical stiffness and is therefore independet
the cell sizeh in the range considered. The necessary stable time step for this sche
determined empirically, i&\tc o ~ 2 ns. On the other hand, in the stiff scheme, implici
handling of the chemical source terms using DVODE eliminates this chemical stiffn
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FIG. 1. Initial condition corresponding to the 1D premixed methane—air flame, showing mole fractions
reactants, products, and key radicals, as well as the temperature profile.

restriction. Practical experience with the scheme suggests that the time step is then lin
by the diffusive stability restriction. Notably, we find that the stiff-integration process |
DVODE attempts time steps much larger than the actual time step for which the ove
scheme is stable, suggesting that the limitation on the time step is not chemical. Giver
maximum diffusivity, Dmax, Namely that of the H radical, and the particular cell dize
the classical diffusive stability restriction for an explicit schem®jg,At/h? < 1/29,
whereq is the number of space dimensions. This is in fact the scaling we observe em|
ically here forq = (1, 2), suggesting that this diffusive stability restriction indeed hold:
for the present stiff scheme consistent with its semi-implicit construction which uses
explicit/predictor—corrector diffusion formulation.

For the present 1D flow, the critical time step is found todigg ~ 40 ns forn = 512
(cell sizeh = 15.6 um). This spatial resolution is the minimum necessary for adequa
representation of the atmospheric premixed methane—air flame structure and is the \
used below in the 2D computations. Clearly, the utility of the stiff scheme is evident
this refinement level, with a factor of 20 increase in the time step. Note, however, tl
implementation of the stiff scheme necessitates additional computational overhead, ¢
that the net speedup factor is smaller than the ratio of time steps. Experience with
scheme indicates that the additional overhead is primarily associated with evaluation of
Jacobian and its inversion, rather than function evaluations. The choice of stiff-integre
relative and absolute tolerances has a relatively small effect on integration cost. For relz
and absolute tolerances @f0-°, 107°), the Jacobian is computed once, and the reactio
terms are computed three times—once in the predictor and twice in the corrector—per t
step per cell. As tolerances are made more stringent, the number of function calls reqt
increase mostly for the few cells within the flame structure, and to a lesser extent in
products behind the flame, but not in the reactants. No additional Jacobian evaluation:
necessary anywhere, such that the net result is a minor effect on overall performance
example, taking the relative and absolute tolerances fdn®, 10-°) to (1078, 1071?)
results in a mere 8% increase in CPU time. In the present 1D computations, we mea
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FIG. 2. Convergence of the RMS error between 1D flame solutions with successive mesh refinement:
each of the nonstiff (A) and stiff (B) schemes.

a net speedup factor of about 10. Thus, the implementation of the stiff scheme anc
associated increase in code complexity are well justified. This advantage vanishes at h
mesh refinement as the diffusive stability limit becomes more restrictive. Thus, for
2048 h = 3.9um, At. g ~ 2.5ns, and givem\tc a ~ 2ns, results in a “speedup” factor
of %(AIC,B/AtC,A) = 0.63, indicating that the nonstiff scheme is in fact more efficient.

The spatial convergence of the scheme is studied in 1D by comparing the solutions
successive mesh refinement after integration to 0.2 msg et a general field quantity,
ande a root-mean-square (rms) error measure. For each of the two schemes (A or B
evaluate the relative spatial convergence rate base'oa: [|¢™ — ¢M/2||,, whereh is
the cell size. The time step for the nonstiff scheme is fixeltat= 2 ns, whileAtg o h?
per the diffusion stability constraint. The corresponding second-order convergence rat
each scheme is illustrated in Fig. 2, using the temperature, density, and heat releas
fields. We also study the rms deviation between the two schemes, which is found to ex
second-order convergence witlas well, thus demonstrating that the two schemes convel
to the same solution. The temporal convergence rate is studied similarly using time-
refinement for a fixedh corresponding tem = 256. This study used a precomputed initia
condition that provides the necessary second-order startup for the scheme, with a va
time-step version of the Adams—Bashforth procedure used for the first time step. \
At = 10,5, and 2.5 ns, the convergence ratesTop, andwt are found to be: 2.2, 2.8,
and 1.9, respectively.

4.2. Two-Dimensional Flow

In a two-dimensional flow we study the interaction of the above premixed methane
flame with a counterrotating vortex pair. This is a typical flow that has been investige
both numerically [34, 46, 50-53] and experimentally [54-59] and serves as a useful
problem for comparing computed results with published data and for comparisons bety
the present nonstiff and stiff schemes.
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FIG. 3. Time sequence illustrating computed flame interaction with the counterrotating vortex-pair, usi
0.4 x 0.6 cn? frames. The vertical right-hand side edge of each frame is the centerline of the vortex-pair, only t
of which is computed. The time span is from 0 to 0.32 ms, left to right, with an interval between adjacent fran
of 0.08 ms. The color map indicates gas temperature, with the unburnt reactants at room temperature in blue
the burnt combustion products in red. The flame location is roughly where the rapid color transition is obsen
The solid/dashed contours delineate levels of positive/negative vorticity, where positive vorticity correspond
counterclockwise fluid rotation.

An open rectangular domain is considered, with dimensichs 0.8 cn?, and is overlaid
by a 256x 512 grid with uniform cell size in each coordinate direction. We apply symmeti
boundary conditions in the horizonteldirection and outflow boundary conditions in the
y-direction. The initial vorticity and temperature fieldstat 0 are shown in the leftmost
frame of Fig. 3. The vertical right edge of the domain is the centerline of the vortex p:
under consideration, which is one member of an infinite periodic row of vortex pairs alo
the horizontalx-direction. The initial condition is a superposition of the velodity v)
field induced by the periodic row of vortex pairs, and the temperature, density, and m
fraction (T, p, Y;) distributions corresponding to a horizontal premixed flame, with th
initial structure in they-direction from the above 1D flame shown in Fig. 1. The vorticity
field corresponding to each initial vortex is a second-order Gaussian. The initial self-indu
velocity of the vortex pair is 300 cm/s. The maximum rotational velocity in the domain
around 20 m/s, giving a Mach number of 0.067, a small value as required by the pre:
formulation.

The results shown in Fig. 3 are computed using the stiff scheme, with a near-criti
At = 20 ns. The flame is observed to propagate downward, in the negatiirection,
by burning into the reactants. The vorticity field causes significant contortion and la
variations in the topology of the flame as the vortex pair propagates upwards into it. A be
clinic vorticity dipole is generated in the neighborhood of the original vortex, in agreeme
with the numerical results of [33, 46, 50] and the experimental measurements of Mue
et al.[59]. This vortical fluid is then entrained into the vortex pair, in a continuing proce:
that leads to the generation of multiple folds of counterrotating vorticity inside the origir
vortex. By this process some hot products are entrained into the reactants in the vortex «
enhancing the ongoing diffusive heating of the cold unburnt fluid in the core. The glol
dynamics of this flow involve rapid penetration of the fast vortex pair into the flame al
the formation of a pocket of unburnt material carried through by the vortex pair. The
dynamics reflect the relative disparity between flame and vortex-pair time scales, the r
of which yields a Damé&@hler numberDa = 0.04. With Da « 1, the flow is significantly
faster than the flame, and it is expected that significant contortion of the flame will occur
observed here. In a turbulent flow regime, this would correspond to a well-stirred condit
[60].
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FIG. 4. Flame laminar burning speed (relative to the unburnt fluid) and thermal thickness variation v
arc-length, measured along the flame contour fsom 0 to the vortex-pair centerline, at= 0.16 ms. Data is
presented for each of the stiff (B) and nonstiff (A) schemes, overlaid on each other.

This flow field was also computed using the nonstiff scheme. A time step of 4 ns
chosen, larger than the above 2 ns dictated by chemical stiffness stability. As we ¢
see shortly, the overall flow features predicted by both schemes are nearly identical i
initial stages of the computation, and very similar for the entire simulation. However, w
a time step that exceeds the threshold dictated by the stiffness of the reaction, the ng
scheme suffers from the growth of small-amplitude instabilities as would be expec
Nonstiff scheme computations with 2 ns time steps were prohibitively expensive, w
those made usma 4 nstime step provided both useful early time results and a cle
illustration of the onset of instability.

We start by noting that the global flow dynamics predicted by the nonstiff scheme
nearly identical to those shown in Fig. 3. In fact, the relative root-mean-square devia
between the two schemes, whether based on temperature, density, velocity, or overall
release rate, remains less than 0.2% during the entire period of the simulation €
0.3 ms. Further examination of the computations also leads to similar observations.

For instance, we plot in Fig. 4, for both stiff and nonstiff schemes, the variation of 1
local flame burning speed (displacement speed based on the unburnt reactants de
S =pSi/pu) and thermal thickness (based on the temperature rise across the flame
the peak local temperature gradient normal to the flaffg,— Ty)/(@T/9N)max). The
figure shows both quantities plotted against flame arc-length, with an origin at the fl:
intersection with the left domain boundary and extending to the vertical centerline. B
identify clearly the location of the curved flame cusp. The flame thickness is seento incr
significantly at the cusp location, due to the local compressive tangential strain anc
ensuing broadening of the flame structure. On the other hand, the thickness decrea
regions of large tangential stretch near the centerline. This dependence of the flame thic
on stretch has been noted in [61] and is a result of the convective strain field acting ot
flame. Referring again to Fig. 4, the flame speed is found to be in the vicinity of 20 ci
at the left domain boundary, decaying rapidly to a large negative value at the cusp
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FIG.5. Anormalslice section of the flame at the vortex-pair centerline showingsGrsumption ratéwcy, )
and flame heat release rdier) profiles, using both stiff and nonstiff schemes, at times 0, 0.16, and 0.32 ms. Tl
x-axis is the flame normal distance, measured from a reference point defined as the locatio¥uhisré0%
of Ycu, max- The results from both schemes are overlaid and are in such agreement that their differences ar
discernible on the scale of the plot.

tending to a smaller, still negative value, at the centerline. Negative flame speeds |
been observed in 1D flames using simple chemistry [61] and at positively curved cu
in a 2D turbulent premixed methane—-air flame using detailedif@etics [62]. In [33],
similar observations were evident using the above nonstiff scheme (with a stable time s
for the same vortex-pair interaction using a skeletalki@etic mechanism. The present
computations using either of the two numerical schemes presented above give virtu
identical results, as shown in Fig. 4. The maximum deviation observed in these profile
0.14%.

Agreement between the two schemesis also evidentin normal flame slices atthe cente
and at the cusp region for reaction source terms. As an example, consider the consum
rate of CH, and the heat release rate at both locations, shown in Figs. 5 and 6, respecti
In either case, consistent with earlier data [33], the fuel consumption rate and the |
release rate decay in time due to the interaction with the vortex pair. Here, again, the re:
from the two schemes are indistinguishable in the figures. The maximum deviation in th
profiles on the centerline is 0.03%. At the cusp, the peak rms deviatioe-a3.16 ms is
0.03%, rising to 4.6% at = 0.32 ms. The latter deviation may be traced to the sharpne
of the cusp, and the corresponding error/noise in identifying the peak curvature local
and the construction of the normal vector. Overall, however, the agreement between the
schemes is good both at the centerline and the cusp.

On the other hand, detailed inspection of the data reveals a growing wiggle in the non:
scheme results due to the large (4 ns) time step as expected. This problem is not evide
the stiff scheme results, which are computed with a stable time step. In order to illustr
this, consider the centerline slice of the net production rate df, @$pecies with large
(roughly equal and opposite) production and consumption rates, shown in Fig. 7. Here ac
the global features allow no distinction between the profiles corresponding to each sche
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FIG. 6. A normal slice section of the flame at the curved cusp showing €iisumption ratgwc,) and
flame heat release rater) profiles, using both stiff and nonstiff schemes, at times 0, 0.16, and 0.32 ms. T

x-axis is the flame normal distance, measured from a reference point defined as the locatio¥-uhisr&0%
of Yer, max-

The plot shows the variation aficy; in time, and the A and B profiles are coincident a
this resolution for all time. On the other hand, a small but growing anomaly is observec
the left-hand side of the figure. Looking more closely at this region, as shown in Fig.
high-frequency growing wiggle is clearly evident in the nonstiff (A) scheme results w
At = 4ns, but nonexistent in the stiff (B) scheme results with= 20 ns. For the present
short-time simulation, the amplitude of this anomaly is still two orders of magnitude sma
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FIG. 7. A normal slice section of the flame at the vortex-pair centerline showing thepBdtiuction rate
(wcH;) profile, using both stiff and nonstiff schemes, at times 0, 0.16, and 0.32 mg-akis is the flame normal
distance, measured from a reference point defined as the location Wheiie 109 if Yey, max.
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FIG.8. Anamplified portion of the the CHproduction rathCHz) profile, on the reactants side of the flame,
along the vortex-pair centerline. Data is plotted using both stiff (B) and nonstiff (A) schemes for several til
instances from 0 to 0.32 ms, as indicated. Xkexis origin in this plot is shifted from that in Fig. 7.

than the peakocy;, data. However, it is evident that for longer simulation times the nonsti
scheme requires a smaller time step, roughly less than 2 ns, to stabilize the predic
corrector time integration. On the other hand, the stiff scheme continues to be stabl
20 ns.

Thus, the stiff scheme results are found to be stable, convergent, and consistent
available data in 2D unsteady reacting flow. With the above factor of 10 increase in the t
step and given the additional computational overhead, the stiff scheme is found to be fe
by a factor of 5 in 2D on available computational hardware. This is a substantial advant
that allows efficient computations of lean-to-rich methane flames with detailed kinetics
generic flows that involve unsteady 2D flame—flow interaction.

5. CONCLUSIONS

An efficient numerical scheme for the simulation of low-Mach-number reacting flow wit
detailed chemistry is developed. The construction is based on an extension of a predic
corrector projection formulation for reacting flow with large density variation. The extensit
is based on modifying the corrector step by incorporating, in a nonsplit semi-implicit fc
mulation, a stiff time-integration approach for the terms affected by the reaction sou
terms. The stiff integration code DVODE is adapted to this purpose.

The performance of the stiff scheme is analyzed empirically in one dimension, basec
unsteady computations of a premixed methane—air flame, and in two dimensions thrc
a detailed simulation of the interaction of the same flame with a counterrotating vor
pair. In all cases, the GRImech1.2 reaction mechanism, which involves 32 species and
elementary reactions, is used. Results of the stiff computations are compared to date
tained using the original nonstiff scheme with significantly smaller time steps. Unstee
one-dimensional computations indicate that the stiff scheme retains the second-order
vergence properties of its predecessor. In addition, both 1D and 2D tests indicate tha
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stiff scheme overcomes the time step restrictions associated with the stiffness of the
tion. For the presently considered reaction mechanism, the stiff scheme achieves sp
factors of about 10 in one dimension and roughly five in two dimensions.

It should be emphasized that the encouraging improvement exhibited by the stiff sch
is by no means immediate and is not achieved by simple incorporation of DVODE on
hardware. The speedup factors achieved are machine dependent[14]. The estimates pr
here reflect experience on an SGI PowerChallenge-L with eight R10K processors and :
secondary cache size. The present speedup has been reached following careful optimi
of the reaction rate and Jacobian code structure on this hardware to minimize the ovel
related to memory access. Moreover, the data-organization structure of DVODE ha
be altered in order to allow local execution on shared-memory processors with no
dependencies.

The present computations reveal that, in its current version, the limitations of the
scheme are due to a somewhat severe diffusive time step restriction, which is dictate
the gas mixture properties and flame spatial scales. Future extension of this work will f
specifically on means to overcome this limitation and will also target further enhancen
of the stiff solver. Ultimately, our aim is the development of an unsteady, multidimensior
low Mach number reacting flow solver which overcomes both the chemical and diffus
stiffness of the equations in an efficient, stable, and accurate fashion. In this ideal situe
selection of suitable integration time steps would be primarily governed by accuracy
resolution considerations only.
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